
Tuesday , February 3

· Reading available for every lecture

· Typos/mistakes now have to be submitted after class
-

· Research talk Friday 11-12: 15 in Davidson Lecture Hall

Roadmap
-

ML used to solve problems like :

3 supervised· predict temperature from present weather,
bright" ansearninga

· classify objects in an image,
· generate the next word in a sentence 3 unsupervised learning
· make an image from text description (no right answer)



Supervised Learning
Input : Training data E

e.g, weatherclassification,
x() - IR

d

Y
() -IR

stock prices

X
(2) (2)

Y
Our Strategy· · -

X(n) y() & Function class/model

Output : f : R
&-IR s. t .

② Loss

f(x()) = y(i)
③ Optimizer



Univariate Linear Regression
Q : Which line isletter?

x(), ..., XM) -R i. e, single variables Let's formalize...

① Model : f(x) = wX for some C fIR

Attempt#1 : y(i) - f(x(i))

Attempt #2 : (y() - f(x*))
↑
absolute loss

wil w
=1/2

Attempt #3 : (y) - f(x(i)))
quared loss



2 Loss : Mean Squared Error (msE) Loss & Optimization : Derive Optimal w

2)(w)= (y"
- f(x(i)))2 Q : How do we optimize

· differentiable convex function?

· penalizes bad predictions one

squared
loss

&absolute loss

Gu
A : Set CL(w*) = 0

-

and solve for w*

should get we



Multivariate Linear Regression ② MSE Loss !

XP)
, . . . ,
x) Ed

d

①Model : f(x) = wix=<w,x;
<(w) =E (f(x()) - y(z)2

=(t-yil
= 11 Xw - y/l?

[- wi
-X()T-

I



Thursday, February S

· Shapley values for causal inference

& tomorrow llam & Davidson Lecture Hall

· GEMS Mentors !

↳ Saturday 9:30am & Shanahan

(Please email me
-

Plan
-

· Multivariate Linear Regression
· Empirical Risk Minimization



Multivariate Linear Regression ② MSE Loss !

XP)
, . . . ,
x) Ed

d

①Model : f(x) = wix=<w,x;
<(w) =E (f(x()) - y(z)2

=(t-yil
= 11 Xw - y/l?

[- wi
-X()T-

I



③ Exact Optimization Set TwL(w
*)= 0 = Co] and solve for

22(w)

Vw2(w)=u 22(w) = Imbei)
-2IaL(w)I Wi

= lim = 11 X (w+Dei)-yll - 11 Xw-yll
End

--0 A

=Sim-yll-2 (Xe1(Xw-y)+A leill-1IXwryK

1) a+611? = (a+b)T(a+b)
A -0 A

= himt-2 (Xei),(Xw-y) + A Neill
= aTa + aTb+ ba+ 656 Deo

= llalk + 2aT6 +11611? = -E(Xe,
) Xw-y) = - X (Xw -y)

Th(w) = - XT(Xw -y)



Solve for w
*

When Linear Algebraic View

Thlw* = -* XT(Xw
*

-y) = 0 Singular Value Decomposition

Caka eigendecomposition for rectangular matrices)

XTXw
*

- xy
=0

=Vi
XTXw

*
= XTy

w
*

= (X
+x)"XTy V

,
,

. . .
Vr orthonormal

nivj =E ?
↑assume ( u

...ur
othonormal

invertibleecessary
XT= ViUiT

Q : Time to compute (xix)"xTy ?
-

Pseudonverse
M

1 . Time for XTY * =>T
2. Time for XTX

3. Time for (XiX)" isOld") Show : (X
* x)

* XT = X
+



Empirical Risk Minimization Idea: Find w that maximizes

likelihood of observing data
Answer to Why squared-error

same
as

we believe
w

*Tx(i) argmax Pr (y", ...,y'l(Suppose -
but pretty

I
WL

(i)y s* x+
) +1 =amax,

for noise n-N(0, 04
= argmax expla↑normal dist

Then y -N(w* x+ 6') = argmin - log (exp

Pr(y())=exp(wx]
=

argin-will
W

H

= agmin
~S Cysil-cw


