
Tuesday , February 3

· Reading available for every lecture

· Typos/mistakes now have to be submitted after class
-

· Research talk Friday 11-12: 15 in Davidson Lecture Hall

Plan
-

· use variance for stronger concentration inequalities
· Estimate number of distinct elements



Markov's Inequality Chebyshev's Inequality
Let X be non-negative rv, -> Let X be nv with varianceo=Var(X) , R30

Pr(X = t)= Pr)1X- ((X])= (6) - T
Proof: S= (X-E(X])2

Comparison :

By Markov's,
· Chebyshev's applies to any or with

Pr(bit) - [S]bounded variance

· Clobyshev's is two-sided Note : ((s] = (((X- &(X]))) =Var(x)= 0
>

But bounding variance is harder Set t=G
than bounding expectation

Pr)(X-(X7)-267-
L)

Pr)(X-(X)) = (0) - *2



↓
-

ndependence nearityof Variance-

tool for analyzing variance For pairwise indep. X, . . . Xm

Consider X
....,Xm Var(Xi)= var(vi)

Pairwise indep if ,
for itj,

Q : Can
you think of three

Pr (Xi = Vi ,Xj=Vj) = Pr(Xi=vi) Pr(Xj=Vj) variables that are 2-wise indep

K-wise indep if , for all 1
, ...,
K

,

but not 3-wise?

Pr(X ,
= V

...,Xp=Vn) = Pr(X ,
=Y) ...: Pr(X=Vk)



Coin Example

D, ..., 400

4 = 5 up
= Ci

What's the probability that 6: 70 ?

· Using Markovs

· Chebyshev's
· Exact distribution



Distinct Elements Naive Attempt : Hash map, old) space

Data arrives in a stream,

how many unique elements? Our Goal : Return i St.

X
, . . ., Xn EU

( - e)D = 5 = (1+ t)D
D = # distinct elements

with 0(%) space , basically
*

For example,
independent of D

Input : 1
,

10
,

2
,

4,9,
2
, 10

,4

Output : D = 5

Applications :

· webpage visitors

· queries to search engine3 Hypoga
· motifs in DNA

companies



Algorithm-

h : U- [0,17

S I

For X,, ...,Xn,

Smin(S, h(Xi))

- - 1

Intuition : S gets smaller as

D gets larger

Why i= -1 ? Note : We pretend h maps to real numbers.
In practice, use discrete values but

Implies : S = c continuous case is easier to analyze.



Lemma : #(5)=

Calculus Proof : of
licarityexpectation

X= /Xdx=Sad t = #[X]=Pr(X)d

#(s]= Prids=s=



Thursday, February S

· Shapley values for causal inference

& tomorrow llam & Davidson Lecture Hall

· GEMS Mentors !

↳ Saturday 9:30am & Shanahan

(Please email me
-

an

Apply Chebyshev's to distinct elements



Algorithm-

h : U- [0,17

S I

For X,, ...,Xn,

Smin(S, h(Xi))

- - 1

Plan : Bound S byshers
with 02 = Var(X)

,
-30

* #S++
Pr((X - EX) = 0b) - E

-((s] =c(D +2)



Lemma : EST:

Proof" from the Book":

#(Pr(AIx)] = #x((IA](x]) = Ex/IA)] = Pr(ATe

S = Pr)hy+= min hi /h
, . . .,
hp)

i [D]

#(3] = E)Pr/homhih
↳...hd

= Prh
,...,hy+ D += minh

a

=



Lemma : EST:

Larry's Proof:
ol

N

(l)

P j
O I

DH items distributed
uniformly* on circle,

By Symmetry,t distance

between them in expectation
*
OI fixed but hashing
is rotationally invariant
so appears uniformly random



know E/S]
, we also need Var(s) for Chobysheis

Lemma:(53]=D(D+2)

Calculus Proof: Hint(1-ds : 2

Proof from the Book :



#/S]= EN #[S2] : j)D+2)

Var(s) =#[S3 - E/S]
:

=DD+2)- =
=M

By Chebyshev's,
Pr)15-ul = EM) =E

*
vacuous !

Motif : lower failure probability byepeating
subroutine!



RepeatK times !
[5]=ST=St M

h
1, ... hr : Ue (0, 1)

Si
, ..., Se* var(5) =Var(S)==

For i= l, . . ., n :

Now
, (5) =M

, Var(j)=For j= 1
, ..., Ki

5 = min(Si
,hi(xi)) By Chebyshev, Pr/15-M/I-2

57 Si
choose c=,=

B =-
S Pr(15 -M/ = EM) = S

[i]

M- -M = j = M+ EM up 1-8

Cr-))m - j = (1+ f)M



*vantage: Easy to implement

#u = ==(1-E)u in distributed setting !

12-t;= 1 +2 by Desmos

Hyperlog Log :

(l -2) +u + = = + = ( +2) + - · Discrete hashingM
· Harmonic mean to reduce outliers

(-4) (u - 1) = G = (1+4t)(k - 1) · other tricks =

( -4c) D = 5- (I+ HE)D

(1 - e) D = B (1+E)D up 1-8 in 04) spacen


